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1
DRIVING ASSISTANCE DEVICE AND
DRIVING ASSISTANCE METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

The present disclosure is a U.S. national stage application
of PCT/JP2013/001487 filed on Mar. 8, 2013, and is based on
Japanese Patent Application No. 2012-57561 filed on Mar.
14, 2012, and No. 2013-41039 filed on Mar. 1, 2013, the
contents of which are incorporated herein by reference.

TECHNICAL FIELD

The present disclosure relates to a driving assistance device
and a driving assistance method displaying an image for
assisting the driver of a vehicle.

BACKGROUND ART

There is a known driving assistance device which assists
the driver by detecting the line of sight of the driver of a
vehicle, capturing an image of a gaze object at which the
driver turns his/her gaze on the basis of the direction of the
detected line of sight, and enlarging and displaying the cap-
tured image on a display screen provided in front of the driver
(refer to, for example, patent literature 1).

The driving assistance device described in the patent lit-
erature 1, however, has a problem such that the gaze object is
enlargedly displayed uselessly also in the case where the
driver gazes at the scenery in front of the vehicle although
he/she does not desire enlarged display of the gaze object.

PRIOR ART LITERATURES
Patent Literature

[Patent Literature 1]
JP-A-2009-43003

SUMMARY OF INVENTION

It is an object of the present disclosure to provide a driving
assistance device and a driving assistance method displaying
an image for assisting the driver of a vehicle. In the driving
assistance device and the driving assistance method, when the
driver desires display of a gaze object at which the driver
gazes, the display can be performed properly.

According to a first aspect of the present disclosure, a
driving assistance device includes: a face image capturing
device (S10, S810) that successively images a face of a driver
of a vehicle to capture a face image; a line-of-sight direction
detecting device (S30, S820) that detects a line-of-sight direc-
tion of the driver by using the face image captured by the face
image capturing device; a gaze region setting device (S90,
S860, S890, 5920, S950, S980, S1010, S1040) that sets a gaze
region, at which the driver gazes, based on the line-of-sight
direction detected by the line-of-sight direction detecting
device; a display device (7) having a display screen disposed
in a position, at which the driver visually recognizes the
display screen; a line-of-sight movement determining device
(5S40, S830) that determines whether a movement of moving
the line of sight of the driver matches up with a display start
instruction movement, which is preliminary set to instruct a
start of a display by the display device, based on a detection
result by the line-of-sight direction detecting device; and a
display start device (S50, S110, S840, S1070, S1090, S1110,
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S$1130, S1150, S1170, S1190, S1200) that controls the dis-
play device to start displaying display information of a con-
tent, which is preliminary set in accordance with the gaze
region set by the gaze region setting device, in a case where
the line-of-sight movement determining device determines
that the movement of moving the line of sight of the driver
matches up with the display start instruction movement
match.

In the driving assistance device constructed as described
above, when the driver performs a movement of moving the
line of sight so that the movement matches the display start
instruction movement, display information of a content
which is preset according to a gaze region at which the driver
gazes is displayed in the display screen disposed in the posi-
tion where the screen can be visually recognized by the driver.
That is, to display the display information of a content accord-
ing to the gaze region, the driver has to gaze at a certain region
and, in addition, after the gaze, moves the line of sight so that
the movement matches the display start instruction move-
ment which is preset. Consequently, in the case where the
driver simply gazes at a certain region, the gazed region is not
displayed in the display screen. When the driver desires dis-
play of display information of a content according to the
gazed region, the display can be properly performed.

According to a second aspect of the present disclosure, a
driving assistance method includes: successively imaging a
face of a driver of a vehicle to capture a face image (S10,
S810); detecting a line-of-sight direction of the driver by
using the face image (S30, S820); setting a gaze region, at
which the driver gazes, based on the line-of-sight direction
(890, S860, S890, S920, S950, S980, S1010, S1040); deter-
mining based on a detection result when detecting the line-
of-sight direction whether a movement of moving the line of
sight of the driver matches up with a display start instruction
movement, which is preliminary set to instruct a start of a
display (S40, S830); and displaying display information of a
content, which is preliminary set in accordance with the gaze
region, on a display screen disposed in a position where the
driver visually recognizes the display screen in a case where
the movement of moving the line of sight of the driver
matches up with the display start instruction movement match
(S50, S110, S840, S1070, S1090, S1110, S1130, S1150,
S$1170, S1190, S1200).

In the driving assistance method, when the driver performs
a movement of moving the line of sight so that the movement
matches the display start instruction movement, display
information of a content which is preset according to a gaze
region at which the driver gazes is displayed in the display
screen disposed in the position where the screen can be visu-
ally recognized by the driver. That is, to display the display
information of a content according to the gaze region, the
driver has to gaze at a certain region and, after the gaze, moves
the line of sight so that the movement matches the display
start instruction movement which is preset. Consequently, in
the case where the driver simply gazes at a certain region, the
gazed region is not displayed in the display screen. When the
driver desires display of display information of a content
according to the gazed region, the display can be properly
performed.

BRIEF DESCRIPTION OF DRAWINGS

The above and other objects, features and advantages of the
present disclosure will become more apparent from the fol-
lowing detailed description made with reference to the
accompanying drawings. In the drawings:
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FIG. 1 is a block diagram illustrating a schematic configu-
ration of a driving assistance device;

FIG. 2 is a diagram illustrating layout of a display screen
region in a windshield;

FIG. 3 is a flowchart illustrating display process of a first
embodiment;

FIG. 4 is a diagram illustrating a gaze region in front
scenery image data;

FIG. 51s aflowchart illustrating display process ofa second
embodiment;

FIG. 6 is a flowchart illustrating display adjusting process
of the second embodiment;

FIG. 7 is a flowchart illustrating display process of a third
embodiment;

FIG. 8 is a flowchart illustrating display adjusting process
of the third embodiment;

FIG. 9 is a flowchart illustrating display adjusting process
of a fourth embodiment;

FIG. 10 is a diagram illustrating scrolling of the display
image in the display screen region;

FIG. 11 is a flowchart illustrating the first half of display
process of a fifth embodiment;

FIG. 12 is a flowchart illustrating the latter half of the
display process of the fifth embodiment;

FIG. 13 is a block diagram illustrating a schematic con-
figuration of a driving assistance device;

FIG. 14 is a diagram illustrating a situation when the front
of'a vehicle is glanced from the inside of a vehicle;

FIG. 15A is a flowchart illustrating the first half of display
process of a sixth embodiment;

FIG. 15B is a flowchart illustrating the first half of the
display process of the sixth embodiment;

FIG. 16 is a flowchart illustrating the latter half of the
display process of the sixth embodiment;

FIG. 17A is a flowchart illustrating the first half of display
process of a seventh embodiment; and

FIG. 17B is a flowchart illustrating the first half of the
display process of the seventh embodiment.

EMBODIMENTS FOR CARRYING OUT
INVENTION

First Embodiment

Hereinafter, a first embodiment will be described with
reference to the drawings.

A driving assistance device 1 is mounted on a vehicle and
has, as illustrated in FIG. 1, an IR-LED 2, cameras 3 and 5,
image capture boards 4 and 6, a head-up display device (here-
inbelow, called HUD device) 7, and a control unit 8.

The IR-LED 2 emits near-infrared light toward the face of
a person sitting in the driver’s seat of a vehicle (hereinbelow,
called driver). The camera 3 is a near-infrared camera and
successively images the face of the driver.

Hereinbelow, image data obtained by imaging of the cam-
era 3 will be called face image data. The face image data
obtained by the camera 3 is temporarily stored in the image
capture board 4.

The camera 5 successively captures images of the scenery
in front of the vehicle (hereinbelow, also called front scenery)
which can be visually recognized by the driver through the
windshield. Hereinafter, image data obtained by imaging of
the camera 5 will be called front scenery data. The image
capture board 6 temporarily stores the front scenery data
obtained by the camera 5.

The HUD device 7 emits display light for displaying an
image from beneath the windshield toward the windshield.
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Consequently, the driver visually recognizes the projected
virtual image which is superimposed on the real scenery in
front of the vehicle. The HUD device 7 displays an image in
a rectangular-shaped display screen region DR provided in a
lower part of the windshield (refer to FIG. 2).

The control unit 8 executes various processes in accor-
dance with inputs from the image capture boards 4 and 6 and
controls the HUD device 7 by using images captured by the
cameras 3 and 5. To the control unit 8, a detection signal from
a vehicle speed sensor 9 which detects travel speed of the
vehicle on which the driving assistance device 1 is mounted is
supplied.

In the driving assistance device 1 constructed as described
above, the control unit 8 executes a display process for dis-
playing an image in the display screen region DR provided on
the windshield. The display process is a process which is
repeatedly executed during the operation of the driving assis-
tance device 1.

When the display process is executed, as shown in FIG. 3,
first, in S10, the control unit 8 obtains face image data which
is not obtained by the control unit 8 from the image capture
board 4, in face image data captured by the camera 3 and
stored in the image capture board 4. In S20, the control unit 8
obtains forward-scenery image data which is not captured by
the control unit 8 from the image capture board 6, in forward-
scenery image data captured by the camera 5 and stored in the
image capture board 6.

In S30, using the face image data obtained from the image
capture board 4, the face orientation direction and the line-
of-sight direction of the driver are detected. Concretely, first,
by performing fitting of the face image data obtained from the
image capture board 4 using a face shape model, the face
orientation direction of the driver is detected. The face shape
mode is a method of expressing the shape of the face of a
human being by performing calculation using a basic shape
expressing a front face by a plurality of triangular meshes and
n (n is natural number) pieces of shape vectors each express-
ing the face orientation direction from the basic shape (refer
to, for example, “Takahiro Ishikawa, Simon Baker, lain Mat-
thews, and Takeo Kanade, “Passive Driver Gaze Tracking
with Active Appearance Models™, Proceedings of the 11th
World Congress on Intelligent Transportation Systems, Octo-
ber, 2004”). With the above-described fitting using the face
shape model, by extracting an eye of the driver from the face
image data and performing an image recognizing process (for
example, pattern matching) on the extracted eye, the line-of-
sight direction of the driver is detected.

Afterthat, in S40, on the basis ofthe detection result in S30,
whether the line of sight of the driver is directed toward the
display screen region DR or not. In the case where the line of
sight of the driver is directed to the display screen region DR
(YES in S40), a display instruction flag F1 is set in S50, and
the routine moves to S110. On the other hand, in the case
where the line of sight of the driver is not directed toward the
display screen region DR (NO in S40), in S60, the display
instruction flag F1 is cleared.

Further, in S70, whether the line of sight of the driver is
directed to the outside of the vehicle or not is determined on
the basis of the detection result in S30. In the case where the
line of sight of the driver is not directed to the outside of the
vehicle (NO in S70), a gaze flag F2 is cleared in S80, and the
routine moves to S110.

In the case where the line of sight of the driver is directed
to the outside of the vehicle (YES in S70), in S90, a gaze
region GR at which the driver gazes is set in the forward-
scenery image data on the basis of the detection result in S30.
Concretely, as illustrated in FIG. 4, a gaze point GP at which
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the driver gazes in the forward-scenery image data is deter-
mined on the basis of the direction of the line of sight of the
driver, and a preset rectangular region using the gaze point GP
as a center is set as the gaze region GR. After that, as illus-
trated in FIG. 3, the gaze flag F2 is set in S100, and the routine
moves to S110.

When the routine moves to S110, whether the display
instruction flag F1 and the gaze flag F2 are set or not is
determined. In the case where the display instruction flag F1
and the gaze flag F2 are not set (NO in S110), the display
process is finished once. On the other hand, in the case where
the display instruction flag F1 and the gaze flag F2 are set
(YES in S110), in S120, whether the driver winks or not is
determined on the basis of the shape of the eye detected in the
process of S30.

In the case where the driver winks (YES in S120), in S130,
the forward-scenery image data in the gaze region GR is
displayed as a moving image in the HUD device 7 until preset
moving-image display time (for example, five seconds)
lapses since the time point when the line of sight of the driver
is directed to the display screen region DR, and the display
process is finished once. On the other hand, in the case where
the driver does not wink (NO in S120), in S140, the forward-
scenery image data in the gaze region GR at the time point
when the line of sight of the driver is directed to the display
screen region DR is displayed as a still image in the HUD
device 7 until preset still-image display time (for example,
five seconds) lapses since the time point when the line of sight
of the driver is directed to the display screen region DR, and
the display process is finished once.

In the driving assistance device 1 constructed as described
above, first, the face ofthe driver of the vehicle is successively
imaged to obtain face image data (S10) and the scenery in
front of the vehicle is also successively imaged to obtain
forward-scenery image data (S20). After that, using the
obtained face image data, the direction of the line of sight of
the driver is detected (S30) and, on the basis of the detected
line-of-sight direction, the gaze region GR at which the driver
gazes is set (S90). The HUD device 7 displays the image data
in the gaze region GR, in the obtained forward-scenery image
data, into the display screen region DR disposed in a position
the driver can visually recognize.

On the basis of the detection result of the line-of-sight
direction, whether the driver performs the movement of
directing the line of sight to the display screen region DR or
notis determined (S40). In the case where it is determined that
the driver performs the movement of directing the line of sight
to the display screen region DR (YES in S40), display of the
image data in the gaze region GR is started (S50, S110, S130,
and S140).

In the driving assistance device 1 constructed as described
above, when the driver performs the movement of directing
the line of sight to the display screen region DR, the part of the
gaze region GR in the periphery at which the driver gases in
the scenery in front of the vehicle is displayed in the display
screen region DR disposed in the position the driver can
visually recognize. That is, to display the gaze region GR in
the display screen region DR, the driver has to gaze a certain
region in front of the vehicle and, after the gaze, has to
perform the movement of directing the line of sight to the
display screen region DR. Consequently, in the case where
the driver gazes at the scenery in front of the vehicle, the gaze
region GR is not displayed in the display screen region DR.
Display of the gaze region GR can be properly performed
when the driver desires it.

Whether the driver winks or not is determined by using the
obtained face image data (S120). In the case where the driver
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winks (YES in S120), the image data in the gaze region GR is
displayed as a moving image (S130). On the other hand, in the
case where the driver does not wink (NO in S120), the image
datainthe gazeregion GR is displayed as a still image (S140).
In such a manner, during driving of the vehicle, without
operating an operation member such as a button or switch, the
moving-image display and the still-image display can be
easily switched.

In the above-described embodiment, the process of S10
corresponds to face image capturing device and face image
capturing procedure, the process of S30 corresponds to line-
of-sight direction detecting device and line-of-sight direction
detecting procedure, the process of S20 corresponds to scen-
ery image capturing device and scenery image capturing pro-
cedure, the process of S90 corresponds to gaze region setting
device and gaze region setting procedure, the HUD device 7
corresponds to display device, the process of S40 corresponds
to line-of sight movement determining device and line-of
sight movement determining process, the process of S50 and
S110 corresponds to display start device and display start
procedure, and the process of S120 corresponds to wink
determining device.

Second Embodiment

Hereinafter, a second embodiment will be described with
reference to the drawings. In the second embodiment, only
parts different from the first embodiment will be described.

The driving assistance device 1 of the second embodiment
is the same as that of the first embodiment except for the point
that the display process is changed and the point that display
adjusting process is added.

The display process of the second embodiment is similar to
that of the first embodiment except that, as shown in FIG. 5,
the processes in S120 to S140 are omitted and processes in
S210 to S240 are added.

Specifically, in the case where the display instruction flag
F1 and the gaze flag F2 are set in S110 (YES in S110), in
S210, a moving object existing in front of the vehicle is
detected. Concretely, by obtaining an optical flow by an
image process using the forward-scenery image data, aregion
moving independently of the vehicle is extracted and the
extracted region is detected as a moving object.

In S220, whether a moving object exists in the gaze region
GR or not is determined on the basis of the detection result of
S210. In the case where a moving object exists in the gaze
region GR (YES in S220), in S230, by displaying the for-
ward-scenery image data in the display region which is set in
a display adjusting process to be described later as a moving
image inthe HUD device 7 until preset moving-image display
time (for example, five seconds) lapses since the time point
when the line of sight of the driver is directed to the display
screen region DR, the moving object is displayed as a moving
image, and the display process is finished once.

On the other hand, in the case where a moving object does
not exist in the gaze region GR (NO in S220), in S240, the
forward-scenery image data in the gaze region GR at the time
point when the line of sight of the driver is directed to the
display screen region DR is displayed as a still image in the
HUD device 7 until preset still-image display time (for
example, five seconds) lapses since the time point when the
line of sight of the driver is directed to the display screen
region DR, and the display process is finished once.

Next, the display adjusting process is a process which is
repeatedly executed by the control unit 8 during the operation
of the driving assistance device 1.
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When the display adjusting process is executed, as illus-
trated in FIG. 6, first, in S260, the control unit 8 determines
whether or not a moving object exists in the gaze region GR
on the basis of the detection result in S210. In the case where
a moving object does not exist in the gaze region GR (NO in
S260), the display adjusting process is finished once. On the
other hand, in the case where a moving object exists in the
gazeregion GR (YES in S260), in S270, a display region is set
so that the detected moving object is positioned in the center
of the display screen region DR, and the display adjusting
process is finished once.

In the driving assistance device 1 constructed as described
above, whether a moving object exists in the gaze region GR
or not is determined by using the obtained forward-scenery
image data (S220). In the case where it is determined that a
moving object exists in the gaze region GR (YES in S220),
the image data in the display screen region DR is displayed as
a moving image (S230). Specifically, in the case where a
moving object exists in the gaze region GR, without an
instruction of the driver, the display is automatically per-
formed in a mode proper to display the moving object (that is,
moving-image display). Consequently, the driver can
promptly and easily recognize a moving object existing in
front of the vehicle by seeing the display screen region DR.

In the case where it is determined that a moving object
exists in the gaze region GR (YES in S260), a display region
is set so that the moving object is positioned in the center of
the display screen region DR (S270). It prevents that the
moving object is not displayed in the display screen region
DR as it moves to the outside of the gaze region GR, and the
moving object is displayed in a position proper to display the
moving object (that is, the center of the display screen region
DR). Consequently, the driver can promptly and easily rec-
ognize a moving object existing in front of the vehicle by
seeing the display screen region DR.

In the above-described embodiment, the processes in S220
and S260 correspond to moving object determining device,
and the process in S270 corresponds to first display region
setting device.

Third Embodiment

Hereinafter, a third embodiment will be described with
reference to the drawings. In the third embodiment, only parts
different from the first embodiment will be described.

The driving assistance device 1 of the third embodiment is
the same as that of the first embodiment except for the point
that the display process is changed and the point that display
adjusting process is added.

The display process of the third embodiment is similar to
that of the first embodiment except that, as shown in FIG. 7,
the processes in S120 to S140 are omitted and processes in
S310 to S340 are added.

Specifically, in the case where the display instruction flag
F1 and the gaze flag F2 are not set in S110 (NO in S110), the
display process is finished once. On the other hand, in the case
where the display instruction flag F1 and the gaze flag F2 are
set (YES in S110), in S310, for example, using a saliency map
(refer to, for example, “J. Harel, C. Koch, and P. Perona,
“Graph-Based Visual Saliency”, NIPS 2006™), a salient
region in the gaze region GR is detected. In the embodiment,
a region whose brightness is largely different from other
regions in the forward-scenery image data is defined as a
“salient region”. For example, in the case where a road sign
exists in the front scenery during travel of the vehicle, the road
sign corresponds to the salient region.
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In 8320, whether a salient region exists in the gaze region
GR or not is determined on the basis of the detection result of
S310. In the case where a salient region exists in the gaze
region GR (YES in S320), in S330, by displaying the for-
ward-scenery image data in the display region which is set in
a display adjusting process to be described later as a moving
image inthe HUD device 7 until preset moving-image display
time (for example, five seconds) lapses since the time point
when the line of sight of the driver is directed to the display
screen region DR, the salient region is displayed as a moving
image, and the display process is finished once.

On the other hand, in the case where a salient region does
not exist in the gaze region GR (NO in S320), in S340, the
forward-scenery image data in the gaze region GR at the time
point when the line of sight of the driver is directed to the
display screen region DR is displayed as a still image in the
HUD device 7 until preset still-image display time (for
example, five seconds) lapses since the time point when the
line of sight of the driver is directed to the display screen
region DR, and the display process is finished once.

Next, the display adjusting process is a process which is
repeatedly executed by the control unit 8 during the operation
of the driving assistance device 1.

When the display adjusting process is executed, as illus-
trated in FIG. 8, first, in S360, the control unit 8 determines
whether or not a salient region exists in the gaze region GR on
the basis of the detection result in S310. In the case where a
salient region does not exist in the gaze region GR (NO in
S360), the display adjusting process is finished once. On the
other hand, in the case where a salient region exists in the gaze
region GR (YES in S360), in S370, a display region is set so
that the detected salient region is positioned in the center of
the display screen region DR, and the display adjusting pro-
cess is finished once.

In the driving assistance device 1 constructed as described
above, whether a salient region exists in the gaze region GR or
not is determined by using the obtained forward-scenery
image data (8360). In the case where it is determined that a
salient region exists in the gaze region GR (YES in S360), the
display region is set so that the salient region is positioned in
the center of the display screen region DR (S370).

Consequently, for example, also in the case where the
driver visually recognizes a salient region (road sign, sign-
board, pedestrian, or the like) in the front scenery in the
peripheral visual field during travel of the vehicle, the salient
region is displayed in the center of the display screen region
DR. Consequently, even in the case that the existence itself of
the salient region can be recognized in visual recognition in
the peripheral visual field but the details and the situation of
the region cannot be correctly recognized, the driver can
promptly and easily recognize a salient region existing in
front of the vehicle by seeing the display screen region DR.

Even in the case that, for example, although the driver
visually recognizes a salient region in the front scenery in the
central visual field during travel of the vehicle, due to low
detection precision in the line-of-sight direction, the actual
gaze point of the driver and the gaze point GP determined by
the driving assistance device 1 are different from each other,
the salient region is displayed in the center of the display
screen region DR. That is, even in the case where a salient
region exists in a position deviated from the gaze position GP,
the salient region is displayed in a position proper to display
the salient region (that is, the center of the display screen
region DR). Consequently, the driver can promptly and easily
recognize a salient region existing in front of the vehicle by
seeing the display screen region DR.
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In the above-described embodiment, the process in S360
corresponds to salient region determining device, and the
process in S370 corresponds to second display region setting
device.

Fourth Embodiment

Hereinafter, a fourth embodiment will be described with
reference to the drawings. In the fourth embodiment, only
parts different from the first embodiment will be described.

The driving assistance device 1 of the fourth embodiment
is the same as that of the first embodiment except for the point
that display adjusting process is added.

The display adjusting process is a process which is repeat-
edly executed by the control unit 8 during the operation of the
driving assistance device 1.

When the display adjusting process is executed, as illus-
trated in FI1G. 9, first, in S410, the control unit 8 determines
whether or not a still image is being displayed in the display
screen region DR. In the case where a still image is not being
displayed (NO in S410), the display adjusting process is
finished once.

On the other hand, in the case where a still image is being
displayed (YES in S410), in S420, whether the line of sight of
the driver is directed to an end of the display screen region DR
successively for preset display adjustment determination
time (in the embodiment, for example, two seconds) is deter-
mined on the basis of the detection result in S30. In the case
where the line of sight is not directed to an end of the display
screen region DR successively for the display adjustment
determination time (NO in S420), the display adjusting pro-
cess is finished once.

On the other hand, in the case where the line of sight is
directed to an end of the display screen region DR succes-
sively for the display adjustment determination time (YES in
S420), in S430, as illustrated in FIG. 10, a display region in
the forward-scenery image data is set so that the gaze point
GP of the driver at an end of the display screen region DR is
positioned in the center of the display screen region DR (refer
to the arrow AL1), and the display adjusting process is fin-
ished once. By the operation, the still image displayed in the
display screen region DR is scrolled so that the point gazed by
the driver at an end of the display screen region DR becomes
the center DC of the display screen region DR.

In the driving assistance device 1 constructed as described
above, whether the driver gazes at an end of the display screen
region DR or not is determined on the basis of the detected
line-of-sight direction (S420). In the case where it is deter-
mined that the driver gazes at an end of the display screen
region DR (YES in S420), a display region is set so that the
gaze point GP at which the driver gazes at an end of the
display screen region DR is positioned in the center of the
display screen region DR (S430).

Consequently, by gazing at an end of the display screen
region DR, a region (display region) displayed in the display
screen region DR can be easily changed in the forward-
scenery image data without operating an operation member
such as a button or a switch.

In the above-described embodiment, the process in S420
corresponds to gaze determining device, and the process in
S430 corresponds to third display region setting device.

Fifth Embodiment

Hereinafter, a fifth embodiment will be described with
reference to the drawings. In the fifth embodiment, only parts
different from the first embodiment will be described.
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The driving assistance device 1 of the fifth embodiment is
the same as that of the first embodiment except for the point
that the display process is changed. The display process of the
fifth embodiment is similar to that of the first embodiment
except for points that, as illustrated in FIGS. 11 and 12, the
processes in S110 to S140 are omitted and processes in S510
and S520, and S600 to S720 are added.

Specifically, when the process of S90 is finished, in S510,
an image acquisition counter C1 is incremented (addition by
one). The value of the image acquisition counter C1 is initial-
ized at the start of operation of the driving assistance device 1
and set to zero. In S520, an image in the gaze region GR setin
S90 is extracted from forward-scenery image data captured at
the time point when the line of sight of the driver is directed
to the outside of the vehicle on the basis of a determination
result in S70, and the data of the extracted image (hereinbe-
low, also called a gaze region image) is stored so as to be
associated with the value of the image acquisition counter C1
(hereinbelow, also called an image acquisition counter value),
and the routine moves to S100.

When the process in S50, S80, or S100 is finished, the
routine moves to S600 where the display instruction flag F1 is
set and whether the image acquisition counter value is larger
than one or not is determined. In the case where the image
acquisition counter value is one or less (NO in S600), the
display process is finished once. On the other hand, in the case
where the display instruction flag F1 is set and the image
acquisition counter value is larger than one (YES in S600), in
S610, whether a vehicle on which the driving assistance
device 1 is mounted (hereinbelow, called the vehicle) is
stopped or not is determined on the basis of the detection
result of the vehicle speed sensor 9. In the case where the
vehicle is not stopped (NO in S610), in S620, the value of the
display counter C2 (hereinbelow, also called display counter
value) is set as the image acquisition counter value. In S630,
data of the gaze region image associated with the image
acquisition counter value which matches the display counter
value, in the gaze region image stored by the process in S520
is displayed as a still image in the HUD device 7, and the
display process is finished once. By the processes in S620 and
S630, the latest one in the stored gaze region images is dis-
played in the display screen region DR.

On the other hand, in the case where the vehicle stops (YES
in S610), in S640, whether the angle difference between the
face orientation direction of the driver and the line-of-sight
direction is equal to or less than a preset display determination
angle (in the embodiment, for example, 10°) is determined on
the basis of the detection result in S30. In the case where the
angle difference between the face orientation direction and
the line-of-sight direction is equal to or less than the display
determination angle (YES in S640), the routine moves to
S630. By the operation, the gaze region image associated with
the image acquisition counter value which matches the dis-
play counter value is displayed in the display screen region
DR.

In the case where the angle difference between the face
orientation direction and the line-of-sight direction is larger
than the display determination angle in S640 (NO in S640), in
S660, whether the face orientation direction is directed to the
left side more than the line-of-sight direction or not is deter-
mined. In the case where the face orientation direction is
directed to the left side more than the line-of-sight direction
(YES in S660), in S670, whether the display counter value is
larger than one or not is determined.

In the case where the display counter value is larger than
one (YES in S670), the display counter C2 is decremented
(subtraction by one) in S680, and the routine advances to
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S700. On the other hand, in the case where the display counter
value is one (NO in S670), in S690, the value (display counter
value) of the display counter C2 is set to the image acquisition
counter value, and the routine moves to S700.

When the routine moves to S700, data of the gaze region
image associated with the image acquisition counter value
which matches the display counter value is displayed as a still
image inthe HUD device 7, and the display process is finished
once.

In the case where the face orientation direction is directed
to the right side more than the line-of-sight direction in S660
(NO in S660), in S710, whether the display counter value is
equal to the image acquisition counter value or not is deter-
mined. In the case where the display counter value is equal to
the image acquisition counter value (YES in S710), the rou-
tine moves to S730. On the other hand, in the case where the
display counter value is not equal to the image acquisition
counter value (NO in S710), the display counter C2 is incre-
mented (addition by one) in S720, and the routine moves to
S730. When the routine moves to S730, the data of the gaze
region image associated with the image acquisition counter
value which matches the display counter value is displayed as
a still image in the HUD device 7, and the display process is
finished once.

Hereinafter, operation in the case where a stored gaze
region image is displayed in the display screen region DR in
the driving assistance device 1 constructed as described above
will be described.

First, in the case where the vehicle is traveling when the
driver directs his/her line of sight to the display screen region
DR (YES inS600 and NO in S610), the latest one of the stored
gaze region images is displayed in the display screen region
DR (S620 and S630). After that, when the driver directs
his/her line of sight to the display screen region DR while the
vehicle stops (YES in S600 and YES in S610), first, the latest
one of the stored gaze region image is displayed in the display
screen region DR (5630). When the driver turns his/her face
to the left while directing his/her line of sight to the display
screen region DR (NO in S640 and YES in S660), the gaze
region image obtained immediately before the gaze region
image which is being displayed at present is displayed in the
display screen region DR (S680 and S700). When the driver
turns his/her face to the right while directing his/her line of
sight to the display screen region DR (NO in S640 and NO in
S660), the gaze region image obtained immediately after the
gaze region image which is being displayed at present is
displayed in the display screen region DR (S720 and S730).

When the driver turns his/her face to the left while directing
the line of sight to the display screen region DR in a state
where the oldest gaze region image is being displayed (when
the display counter value=1) (NO in S640 and YES in S660),
the latest one of the stored gaze region images is displayed in
the display screen region DR (S690 and S700). When the
driver turns his/her face to the right while directing the line of
sight to the display screenregion DR in a state where the latest
gaze region image is being displayed (NO in S640 and NO in
S660), the latest gaze region image remains being displayed
(YES in S710).

In the driving assistance device 1 constructed as described
above, the image in the gaze region GR in the acquired for-
ward-scenery image data is extracted, and the extracted gaze
region image data is stored in chronological order (S510 and
S520), and the stored gaze region image data is displayed in
the display screen region DR (S630, S700, and S730). The
face orientation direction of the driver is detected by the
obtained face image data (S30) and, on the basis of the
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detected face orientation direction, the gaze region image
data to be displayed is instructed (S660 to S690 and S710 and
S720).

In such a manner, the gazed front scenery can be displayed
in the display screen region DR and recognized at the gaze
time point and, in addition, a plurality of gaze region images
can be captured, stored and, later, recognized in a lump. For
example, even in the case where the gaze region image cannot
be fully recognized at the gaze time because the driver is
driving, by displaying the gaze region image again after the
vehicle is stopped, the gaze region image can be fully recog-
nized.

According to the face orientation direction, without oper-
ating an operation member such as a button or a switch, the
gaze region image displayed in the display screen region DR
can be easily changed.

Inthe above-described embodiment, the processes in S510
and S520 correspond to image storing device, the processes in
S630, S700, and S730 correspond to stored image displaying
device, the process in S30 corresponds to face orientation
direction detecting device, and the processes in S660 to S690
and S710 and S720 correspond to display instructing device.

Sixth Embodiment

Hereinafter, a sixth embodiment will be described with
reference to the drawings.

As illustrated in FIG. 13, a driving assistance device 101 is
mounted on a vehicle, and are connected to a navigation ECU
103, an air-conditioner ECU 104, and a meter ECU 105 via an
in-vehicle LAN 102.

The navigation ECU 103 is configured so as to detect the
present position of the vehicle on the basis of a GPS signal
received via a GPS (Global Positioning System) antenna (not
illustrated). The navigation ECU 103 is constructed to
execute a control for displaying the present position of the
vehicle in a display screen 131 (refer to FIG. 14) of a navi-
gation system disposed in an instrument panel 130 (refer to
FIG. 14), a control for guiding a path from the present posi-
tion to a destination, and the like.

The navigation ECU 103 is configured to execute control
on an in-vehicle audio system (not illustrated) on the basis of
a signal from an audio operation switch group 132 (refer to
FIG. 14) which is mounted in the instrument panel 130 and
operated by the driver. The audio operation switch group 132
includes a change-over switch which is operated in the case of
switching a device to be operated from CD, TV, and radio
devices, a change-over switch which is operated in the case of
switching, after the switching of the device to be operated,
selection of a channel or a music piece, a volume setting
switch which is operated in the case of adjusting the volume.

The air-conditioner ECU 104 is configured to control air
condition in the vehicle by operating a car air-conditioner (not
illustrated) on the basis of a signal from an air-conditioner
operation switch group 133 (refer to FIG. 14) which is
mounted in the instruction panel 130 and operated by the
driver and a detection signal from a vehicle interior/exterior
temperature sensor (not illustrated) for detecting tempera-
tures inside and outside of the vehicle. An air-conditioner
operation switch group 133 includes an on/off switch oper-
ated to switch operation/non-operation of the air conditioner,
a temperature setting switch operated to adjust setting tem-
perature, an air volume setting switch operated to adjust air
volume, and an air outlet position setting switch operated to
adjust an air outlet position.

The meter ECU 105 controls a meter unit 140 (refer to FIG.
14) which is mounted in front of the driver’s seat and displays
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various states of the vehicle. The meter unit 140 displays the
vehicle speed, the shift range of an automatic transmission
(not illustrated), engine rotational speed, gasoline residual
amount, a state of an automatic cruise control (ACC), a state
of a lane keep assist (LKA), and the like.

The driving assistance device 101 has the IR-LED 2, the
camera 3, the image capture board 4, the HUD device 7, a
right-side camera 111, a left-side camera 112, a rear camera
113, image capture boards 114, 115, and 116, an in-vehicle
LAN communication unit 117, and a control unit 118.

Since the IR-LED 2, the camera 3, the image capture board
4, and the HUD device 7 are the same as those of the first
embodiment, the description will not be repeated.

The right-side camera 111 is mounted at the right end part
of'the vehicle (a side mirror 151 (refer to FIG. 14) on the right
side of the vehicle in the embodiment) and obtains image data
by successively imaging the state on the right side of the
vehicle.

The left-side camera 112 is mounted at the left end part of
the vehicle (a side mirror 152 (refer to FIG. 14) onthe left side
of the vehicle in the embodiment) and obtains image data by
successively imaging the state on the left side of the vehicle.

The rear camera 113 is mounted in a rear end part of the
vehicle (in the embodiment, a rear bumper) and obtains image
data by successively imaging the state on the rear side of the
vehicle.

The image capture boards 114, 115, and 116 temporarily
store the image data obtained by the cameras 111, 112, and
113, respectively.

The in-vehicle LAN communication unit 117 performs
communication with various devices (such as the navigation
ECU 103) connected to the in-vehicle LAN 102 via the in-
vehicle LAN 102.

The control unit 118 is constructed mainly by a known-
microcomputer including a CPU, aROM, a RAM, an I/O, and
a bus line connecting those components, and executes various
processes on the basis of a program stored in the ROM.

In the driving assistance device 101 constructed as
described above, the control unit 118 executes a display pro-
cess for displaying an image in the display screen region DR
provided on the windshield. The display process is a process
which is repeatedly executed during the operation of the
driving assistance device 101.

When the display process is executed, as illustrated in
FIGS.15A,15B, and 16, first, in S810, like in S10, the control
unit 118 obtains face image data which is not obtained by the
control unit 8 from the image capture board 4, in the face
image data captured by the camera 3 and stored in the image
capture board 4.

In S820, like in S30, using the face image data obtained
from the image capture board 4, the face orientation direction
and the line-of-sight direction of the driver are detected.

After that, in S830, on the basis of the detection result in
S820, whether the line of sight of the driver is directed to the
display screen region DR or not is determined. In the case
where the line of sight of the driver is directed to the display
screen region DR (YES in S830), the display instruction flag
F1 is set in S840, and the routine moves to S1070. On the
other hand, in the case where the line of sight of the driver is
not directed to the display screen region DR (NO in S830), in
S850, the display instruction flag F1 is cleared.

Further, in S860, whether the line of sight of the driver is
directed to the display screen 131 of the navigation device or
not is determined on the basis of the detection result in S820.
In the case where the line of sight of the driver is directed to
the display screen 131 (YES in S860), a navigation gaze flag
F11 is set in S870. Further, the other gaze flags F12, F13, F14,
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F15, F16, and F17 are cleared in S880, and the routine moves
to S1070. The other gaze flags are, as will be described later,
the meter gaze flag F12, the audio gaze flag F13, the air-
conditioner gaze flag F14, the right-side gaze flag F15, the
left-side gaze flag F16, and the rear-side gaze flag F17.

On the other hand, in the case where the line of sight is not
directed to the display screen 131 of the navigation device
(NO in S860), in S890, whether the line of sight of the driver
is directed to the meter unit 140 or not is determined on the
basis of the detection result in S820. In the case where the line
of sight is directed to the meter unit 140 (YES in S890), the
meter gaze flag F12 is set in S900, the gaze flags other than the
meter gaze flag F12 are cleared in S910, and the routine
moves to S1070.

On the other hand, in the case where the line of sight is not
directed to the meter unit 140 (NO in S890), in S920, whether
the line of sight of the driver is directed to the audio operation
switch group 132 or not is determined on the basis of the
detection result in S820. In the case where the line of sight is
directed to the audio operation switch group 132 (YES in
8920), the audio gaze flag F13 is set in S930, the gaze flags
other than the audio gaze flag F13 are cleared in S940, and the
routine moves to S1070.

On the other hand, in the case where the line of sight is not
directed to the audio operation switch group 132 (NO in
S920), in S950, whether the line of sight of the driver is
directed to the air-conditioner operation switch group 133 or
not is determined on the basis of the detection result in S820.
In the case where the line of sight is directed to the air
conditioner operation switch group 133 (YES in S950), the
air-conditioner gaze flag F14 is set in S960, the gaze flags
other than the air-conditioner gaze flag F14 are cleared in
S970, and the routine moves to S1070.

On the other hand, in the case where the line of sight is not
directed to the air-conditioner operation switch group 133
(NO in 8950), in S980, whether the line of sight of the driver
is directed to the side mirror 151 on the right side of the
vehicle or not is determined on the basis of the detection result
in S820. In the case where the line of sight is directed to the
side mirror 151 on the right side (YES in S980), the right-side
gaze flag F15 is set in S990, the gaze flags other than the
right-side gaze flag F15 are cleared in S1000, and the routine
moves to S1070.

On the other hand, in the case where the line of sight is not
directed to the side mirror 151 on the right side (NO in S980),
in S1010, whether the line of sight of the driver is directed to
the side mirror 152 on the left side of the vehicle or not is
determined on the basis of the detection result in S820. In the
case where the line of sight is directed to the side mirror 152
on the left side (YES in S1010), the left-side gaze flag F16 is
set in S1020, the gaze flags other than the left-side gaze flag
F16 are cleared in S1030, and the routine moves to S1070.

On the other hand, in the case where the line of sight is not
directed to the side mirror 152 on the left side (NO in S1010),
in S1040, whether the line of sight of the driver is directed to
arear-view mirror 153 (refer to FIG. 14) or not is determined
on the basis of the detection result in S820. In the case where
the line of sight is directed to the rear-view mirror 153 (YES
in S1040), the rear gaze flag F17 is set in S1050, the gaze flags
other than the rear gaze flag F17 are cleared in S1060, and the
routine moves to S1070.

When the routine moves to S1070, whether the display
instruction flag F1 is set and any one of the gaze flags F11,
F12, F13, F14, F15, F16, and F17 is set or not is determined.
In the case where the display instruction flag F1 and at least
any of the gaze flags are not set (NO in S1070), the display
process is finished once. On the other hand, in the case where
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the display instruction flag F1 is set and any one of the gaze
flags is set (YES in S1070), in S1080, whether the navigation
gaze flag F11 is set or not is determined.

In the case where the navigation gaze flag F11 is set (YES
in S1080), a navigation screen display process is executed in
S1090. After completion of the navigation screen display
process, the routine advances to S1210. In the navigation
screen display process, concretely, image data expressing an
image displayed in the display screen 131 of the navigation
device is obtained from the navigation ECU 103 via the
in-vehicle LAN 102, and the HUD device 7 is made display
the obtained image data until preset image display time (for
example, three seconds) elapses since the time point when the
line of sight of the driver is directed to the display screen
region DR.

On the other hand, in the case where the navigation gaze
flagF11is notset (NO in S1080), in S1100, whether the meter
gaze flag F12 is set or not is determined. In the case where the
meter gaze flag F12 is set (YES in S1100), a meter unit
display process is executed in S1110. After completion of the
meter unit display process, the routine advances to S1210. In
the meter unit display process, concretely, first, on the basis of
the detection result in S820, a region to which the line of sight
of the driver is directed in the meter unit 140 is specified. In
the meter unit display process, information displayed in the
specified region is obtained from the meter ECU 105 via the
in-vehicle LAN 102, and the HUD device 7 is made display
the obtained information until preset image display time (for
example, three seconds) lapses since the time point when the
line of sight of the driver is directed to the display screen
region DR.

For example, in the case where the line of sight of the driver
is directed to the region in which the vehicle speed is dis-
played in the meter unit 140, in the meter unit display process,
vehicle speed information indicative of vehicle speed is
obtained from the meter ECU 105, and the HUD device 7 is
made display an image indicating the obtained vehicle speed
information.

On the other hand, in the case where the meter gaze flag
F12 is not set (NO in S1100), in S1120, whether the audio
gaze flag F13 is set or not is determined. In the case where the
audio gaze flag F13 is set (YES in S1120), an audio operation
switch display process is executed in S1130. After comple-
tion of the audio operation switch display process, the routine
advances to S1210. In the audio operation switch display
process, concretely, first, on the basis of the detection resultin
S820, a switch to which the line of sight of the driver is
directed in the audio operation switch group 132 is specified.
In the audio operation switch display process, setting state
information indicative of the present state which is set by the
operation of the specified switch is obtained from the navi-
gation ECU 103 via the in-vehicle LAN 102, and the HUD
device 7 is made display the obtained information until preset
image display time (for example, three seconds) lapses since
the time point when the line of sight of the driver is directed
to the display screen region DR.

For example, in the case where the line of sight of the driver
is directed to the volume setting switch, in audio operation
switch display process, volume information indicative of the
volume at present is obtained from the meter ECU 105, and
the HUD device 7 is made display an image indicating the
obtained volume information.

In the case where setting state information of the switch
specified in the audio operation switch display process is
displayed by the HUD device 7, the navigation ECU 103
changes the setting state of the specified switch on the basis of
the operation of steering switches 161 and 162 (refer to FIG.
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14) provided for a steering ST (refer to F1G. 14). For example,
in the case where the line of sight of the driver is directed to
the volume setting switch, the image indicative of the volume
is displayed in the display screen region DR. When the driver
operates the steering switch 161, the volume of sound output
from the audio increases, and the image indicating increase in
the volume is displayed in the display screen region DR. On
the contrary, when the driver operates the steering switch 162,
the volume of sound output from the audio decreases, and the
image indicating that the volume gradually decreases is dis-
played in the display screen region DR.

On the other hand, in the case where the audio gaze flag F13
is not set (NO in S1120), in S1140, whether the air-condi-
tioner gaze flag F14 is set or not is determined. In the case
where the air-conditioner gaze flag F14 is set (YES in S1140),
in S1150, the air-conditioner operation switch display pro-
cess is executed. After completion of the air-conditioner
operation switch display process, the routine advances to
S1210. In the air-conditioner operation switch display pro-
cess, concretely, first, on the basis of the detection result in
S820, a switch to which the line of sight of the driver is
directed in the air-conditioner operation switch group 133 is
specified. In the air-conditioner operation switch display pro-
cess, setting state information indicative of the present state
set by the operation of the specified switch is obtained from
the air-conditioner ECU 104 via the in-vehicle LAN 102, and
the HUD device 7 is made display the obtained information
until preset image display time (for example, three seconds)
elapses since the time point when the line of sight of the driver
is directed to the display screen region DR.

For example, in the case where the line of sight is directed
to the on/off switch, in the air-conditioner operation switch
display process, the on/off information indicating whether the
air conditioner is operating or stops is obtained from the
air-conditioner ECU 104, and the HUD device 7 is made
display an image indicating the obtained on/off information.

Inthe case where the setting state information of the switch
specified in the air-conditioner operation switch display pro-
cess is displayed by the HUD device 7, the air-conditioner
ECU 104 changes the setting state of the specified switch on
the basis of operations of the steering switches 161 and 162
provided for the steering ST. For example, in the case where
the line of sight of the driver is directed to the on/off switch,
an image indicating the on/off information is displayed in the
display screen region DR. When the driver operates the steer-
ing switch 161, the operation/non-operation of the air condi-
tioner is switched, and an image indicating whether the air
conditioner is operating or stops is displayed in the display
screen region DR.

On the other hand, in the case where the air-conditioner
gaze tlag F14 is not set (NO in S1140), in S1160, whether the
right-side gaze flag F15 is set or not is determined. In the case
where the right-side gaze flag F15 is set (YES in S1160), in
S1170, the right-side mirror display process is executed and,
after completion of the right-side mirror display process, the
routine moves to S1210. In the right-side mirror display pro-
cess, concretely, first, image data captured by the right-side
camera 111 and stored in the image capture board 114 is
obtained from the image capture board 114. In the right-side
mirror display process, the HUD device 7 is made display the
image data obtained from the image capture board 114 until
preset image display time (for example, three seconds) lapses
since the time point when the line of sight of the driver is
directed to the display screen region DR.

On the other hand, in the case where the right-side gaze flag
F15 is not set (NO in S1160), in S1180, whether the left-side
gaze flag F16 is set or not is determined. In the case where the
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left-side gaze flag F16 is set (YES in S1180), in S1190, the
left-side mirror display process is executed and, after comple-
tion of the left-side mirror display process, the routine moves
to S1210. In the left-side mirror display process, concretely,
first, image data captured by the left-side camera 112 and
stored in the image capture board 115 is obtained from the
image capture board 115. In the left-side mirror display pro-
cess, the HUD device 7 is made display the image data
obtained from the image capture board 115 until preset image
display time (for example, three seconds) lapses since the
time point when the line of sight of the driver is directed to the
display screen region DR.

On the other hand, in the case where the left-side gaze flag
F16 is not set (NO in S1180), in S1200, a rear-view-mirror
display process is executed and, after completion of the rear-
view-mirror display process, the routine moves to S1210. In
the rear-view-mirror display process, concretely, first, image
data captured by the rear camera 113 and stored in the image
capture board 116 is obtained from the image capture board
116. In the rear-view-mirror display process, the HUD device
7 is made display the image data obtained from the image
capture board 116 until preset image display time (for
example, three seconds) lapses since the time point when the
line of sight of the driver is directed to the display screen
region DR.

When the routine moves to S1210, the display instruction
flag F1 is cleared. Further, in S1220, all of the gaze flags F11,
F12, F13,F14, F15,F16, and F17 are cleared, and the display
process is finished once.

In the driving assistance device 101 constructed as
described above, first, the face of the driver of the vehicle is
successively imaged to obtain face image data (S810). After
that, using the obtained face image data, the direction of the
line of sight of the driver is detected (S820) and, on the basis
of the detected line-of-sight direction, which one of the dis-
play screen 131 of the navigation device, the meter unit 140,
the audio operation switch group 132, the air-conditioner
operation switch group 133, the side mirror 151 on the right
side of the vehicle, the side mirror 152 on the left side of the
vehicle, and the rear-view mirror 153 at which the driver
gazes is determined (S860, S890, S920, S950, S980, S1010,
and S1040).

On the basis of the detection result of the line-of-sight
direction, whether the driver performs the movement of
directing the line of sight to the display screen region DR or
not is determined (S830). In the case where it is determined
that the driver performs the movement of directing the line of
sight to the display screen region DR (YES in S830), the HUD
device 7 having the display screen region DR disposed in a
position which can be visually recognized by the driver is
made display the display information of a content which is
present in accordance with the region at which the driver
gazes (S840, S1070, S1090, S1110, S1130, S1150, S1170,
S$1190, and S1200).

In the driving assistance device 101 constructed as
described above, when the driver performs the movement of
directing the line of sight to the display screen region DR, the
display information of the preset content is displayed in the
display screen region DR disposed in the position the driver
can visually recognize in accordance with the gaze region
gazed by the driver. That is, to display the display information
of the preset content into the display screen region DR in
accordance with the gaze region gazed by the driver, the
driver has to gaze a certain region in the vehicle and, after the
gaze, has to perform the movement of directing the line of
sight to the display screen region DR. Consequently, in the
case where the driver simply gazes at a certain region, the
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gaze region is not displayed in the display screen region DR.
Display of display information of a content according to a
gaze region can be properly performed when the driver
desires it.

In the case where the display screen 131 of the navigation
device is included in the gaze region (YES in S1080), the
HUD device 7 is made display an image displayed in the
display screen 131 of the navigation device (S1090). Conse-
quently, in the case where the driver simply gazes at the
display screen 131, the image displayed in the display screen
131 is not displayed in the display screen region DR. When
the driver desires to display the image displayed in the display
screen 131 to the display screen region DR, it is properly
done.

In the case where vehicle state information (for example,
vehicle speed) displayed by the meter unit 140 is included in
the gaze region (YES in S1100), the HUD device 7 is made
display the vehicle state information included in the gaze
region (S1100). Consequently, in the case where the driver
simply gazes at the meter unit 140, the vehicle state informa-
tion displayed in the meter unit 140 is not displayed in the
display screen region DR. When the driver desires to display
the vehicle state information displayed by the meter unit 140
to the display screen region DR, it is properly done.

The audio operation switch group 132 and the air-condi-
tioner operation switch group 133 which are operated to
change the operation states of the in-vehicle audio system and
the car air conditioner mounted in the vehicle are disposed in
the instrument panel 130 which can be visually recognized by
the driver. In the case where a switch in the audio operation
switch group 132 and the air-conditioner operation switch
group 133 are included in the gaze region (YES in S1120 and
YES in S1140), the HUD device 7 is made display informa-
tion indicating a present operation state which can be changed
by a switch included in the gaze region (S1130 and S1150).
Consequently, in the case where the driver simply gazes the
audio operation switch group 132 or the air-conditioner
operation switch group 133, information indicating an opera-
tion state which can be changed by the switch in the audio
operation switch group 132 or the air-conditioner operation
switch group 133 is not displayed in the display screen region
DR. When the driver desires to display information indicating
the present operation state which can be changed by the
switch in the switch groups 132 and 133 to the display screen
region DR, it can be properly done.

The cameras 111, 112, and 113 successively capture
images of the scenery reflected in the mirrors 151, 152, and
153 for checking the rear side of the vehicle to obtain a
scenery image on the rear side of the vehicle. In the case
where the mirror 151, 152, or 153 is included in the gaze
region (YES in S1160, YES in S1180, or NO in S1180), the
HUD device 7 is made display the scenery image captured by
the camera 111, 112, or 113 (S1170, S1190, or S1200). Con-
sequently, in the case where the driver simply gazes at the
mirror 151, 152, or 153, the scenery image captured by the
camera 111, 112, or 113 is not displayed in the display screen
region DR. When the driver desires to display the scenery
image captured by the camera 111, 112, or 113 to the display
screen region DR, it can be properly done.

In the above-described embodiment, the process of S810
corresponds to face image capturing device and face image
capturing procedure, the process of S820 corresponds to line-
of-sight direction detecting device and line-of-sight direction
detecting procedure, the processes of S860, S890, S920,
S950, S980, S1010, and S1040 correspond to gaze region
setting device and gaze region setting procedure, the process
ot S830 corresponds to line-of sight movement determining
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device and line-of sight movement determining process, and
the processes in S840, S1070, $S1090, S1110, S1130, S1150,
S1170, S1190, and S1200 correspond to display start device
and display start procedure.

The display screen 131 corresponds to a display screen in
a vehicle, the meter unit 140 corresponds to vehicle state
display device, the audio operation switch group 132 and the
air-conditioner operation switch group 133 correspond to
operation units, the mirrors 151, 152, and 153 correspond to
in-vehicle mirrors, and the cameras 111, 112, and 113 corre-
spond to rear-scenery image capturing device.

Seventh Embodiment

Hereinafter, a seventh embodiment will be described with
reference to the drawings. In the seventh embodiment, only
parts different from the sixth embodiment will be described.

The driving assistance device 101 of the seventh embodi-
ment is the same as that of the sixth embodiment except for
the point that the display process is changed.

The display process of the seventh embodiment is similar
to that of the sixth embodiment except for the point that, as
shown in FIGS. 17A and 17B, the process in S835 is added.

In the case where the line of sight of the driver is directed
to the display screen region DR in S830 (YES in S830), in
S835, whether the driver winks or not is determined on the
basis of the shape of the eye extracted in the process of S820.

In the case where the driver winks (YES in S835), the
routine moves to S840. On the other hand, in the case where
the driver does not wink (NO in S835), the routine moves to
$1070.

In the driving assistance device 101 constructed as
described above, using the obtained face image data, whether
the driver winked or not is determined (S835). In the case
where it is determined that the driver performs the movement
of directing his/her line of sight to the display screen region
DR (YES in S830) and that the driver winked (YES in S835),
the driving assistance device 101 makes the HUD device 7
start displaying the display information.

In the driving assistance device 101 constructed as
described above, to display the gaze region GR in the display
screen region DR, the driver has to gaze a certain region in
front of the vehicle and, after the gaze, has to wink in addition
to the movement of directing the line of sight to the display
screen region DR. That is, in the case where the driver per-
forms the movement of directing the line of sight to the
display screen region DR after a gaze although the driver does
not desire to display the gaze region GR, since the driver does
not wink, the driving assistance device 101 does not display
the display information. Consequently, whether the driving
assistance device 101 can determine whether the driver
desires to display the gaze region GR or not more properly.

In the above-described embodiment, the process of S835
corresponds to wink determining device.

For example, in the foregoing embodiment, an image is
displayed in the windshield by using the HUD device 7. For
example, it is also possible to mount a device having a dis-
place screen like a liquid crystal display device in front of the
driver in a vehicle and display the gaze region image in the
display screen.

Although the moving object is displayed in the center of the
display screen region in the second embodiment and the
salient region is displayed in the center of the display screen
region in the third embodiment, by performing highlight dis-
play by surrounding the moving object or the salient region
displayed in the display screen region DR by a square or the
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like, recognition of the existence of the moving object or the
salient region may be facilitated.

In the fifth embodiment, when the driver gazes, the gaze
region image data is stored. When the driver performs the
movement of directing the line of sight toward the display
screen region DR like in the first embodiment, only the gaze
region image data when the part of the gaze region GR in the
periphery gazed by the driver in the scenery in front of the
vehicle is displayed in the display screen region DR disposed
in a position which can be visually recognized by the driver
may be stored. It is also possible to store gaze region image
data when the driver presses an acquisition button while cast-
ing a gaze.

In the fifth embodiment, whether the vehicle is stopped or
not is determined on the basis of a detection result of the
vehicle sensor 9. For example, it is also possible to determine
that the vehicle is stopped when the shift position is “parking
(P)” or the side brake is applied.

Inthe sixth embodiment, the HUD device 7 is made display
animage displayed in the display screen 131 of the navigation
device. In the case where a smartphone is disposed in a
vehicle, it is also possible to make the HUD device 7 display
an image displayed in the display screen of the smartphone
when the driver gazes at the display screen of the smartphone.
In this case, for example, it is possible to construct so that
radio communication can be performed between the naviga-
tion device and the smartphone and the driving assistance
device 101 obtains image data expressing the image dis-
played in the display screen of the smartphone from the
navigation ECU 103 via the in-vehicle LAN 102.

Although the cameras 111 and 112 are mounted in the side
mirrors 151 and 152, respectively, in the sixth embodiment,
the cameras 111 and 112 may be mounted in a rear part of the
vehicle.

Although the rear camera 113 is mounted in the rear
bumper in the sixth embodiment, the rear camera 113 may be
mounted near the rear-view mirror 153.

Although the HUD device 7 is made display the images
captured by the cameras 111, 112, and 113 in the sixth
embodiment, by processing images captured by the right-side
camera 111, the left-side camera 112, and the rear camera
113, an image in the side mirror 151 on the right side, an
image in the side mirror 152 on the left side, or an image in the
rear-view mirror 153 seen from the viewpoint of the driver
sitting in the driver’s seat may be displayed in the display
screen region DR.

Although an image is displayed by using the HUD device
7 in the sixth embodiment, the present invention is not limited
to the embodiment and may be applied to a device capable of
displaying an image in front of the driver (for example, a
liquid crystal display).

Although image data captured by the cameras 111, 112,
and 113 is stored in the image capture boards 114, 115, and
116, respectively in the sixth embodiment, image data
obtained by the cameras 111, 112, and 113 may be is stored in
a single image capture board.

While the present disclosure has been described with ref-
erence to embodiments thereof, it is to be understood that the
disclosure is not limited to the embodiments and construc-
tions. The present disclosure is intended to cover various
modification and equivalent arrangements. In addition, while
the various combinations and configurations, other combina-
tions and configurations, including more, less or only a single
element, are also within the spirit and scope of the present
disclosure.
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The invention claimed is:

1. A driving assistance device comprising:

a face image capturing device that successively images a
face of a driver of a vehicle to capture a face image;

a face image fitting device that performs a fitting operation
on the face image captured by the face image capturing
device using a face shape model to transform the face
image into a fitted face image;

a line-of-sight direction detecting device that detects a
line-of-sight direction of the driver by using the fitted
face image;

agazeregion setting device that sets a gaze region, at which
the driver gazes, based on the line-of-sight direction
detected by the line-of-sight direction detecting device;

a display device having a display screen disposed in a
position, at which the driver visually recognizes the
display screen;

a line-of-sight movement determining device that deter-
mines whether a movement of moving the line of sight of
the driver matches up with a display start instruction
movement, which is preliminary set to instruct a start of
a display by the display device, based on a detection
result by the line-of-sight direction detecting device;

a display start device that controls the display device to
start displaying display information of a content, which
is preliminary set in accordance with the gaze region set
by the gaze region setting device, in a case where the
line-of-sight movement determining device determines
that the movement of moving the line of sight of the
driver matches up with the display start instruction
movement match;

a scenery image capturing device that successively images
scenery in front of the vehicle to capture a scenery
image, wherein the display device displays an image, in
a predetermined display region, on the display screen,
the image included in the scenery image obtained by the
scenery image capturing device, and wherein the display
start device sets the gaze region, which is set by the gaze
region setting device, as the display region, and further,
sets the image in the display region as the display infor-
mation, the image included in the scenery image
obtained by the scenery image capturing device;

an image storing device that extracts an image in the gaze
region set by the gaze region setting device, the image
included in the scenery image obtained by the scenery
image capturing device, and stores extracted images in a
chronological order;

astored-image display device that displays an image stored
in the image storing device;

a face orientation direction detecting device that detects a
face orientation direction of the driver by using the fitted
face image; and

a display instruction device that instructs an image dis-
played by the storage image display device based on the
face orientation direction detected by the face orienta-
tion direction detecting device.

2. The driving assistance device according to claim 1,

further comprising:

20

25

30

40

45

50

22

a wink determining device that determines whether the

driver winks using the fitted face image,

wherein the display device performs one of moving-image

display and still-image display of the image in the dis-
play region based on a determination result of the wink
determining device.

3. The driving assistance device according to claim 1,
further comprising:
a moving object determining device that determines with

using the scenery image obtained by the scenery image
capturing device whether a moving object exists in the
gaze region set by the gaze region setting device,

wherein the display device displays the image in the dis-

play region as a moving image in a case where the
moving object determining device determines that the
moving object exists in the gaze region.

4. The driving assistance device according to claim 3,
further comprising:
a first display region setting device that sets the display

region so that the moving object is positioned in the
center of the display screen in a case where the moving
object determining device determines that the moving
object exists in the gaze region.

5. The driving assistance device according to claim 1,
further comprising:
a salient region determining device that determines with

using the scenery image obtained by the scenery image
capturing device whether a salient region exists in the
gaze region set by the gaze region setting device; and

a second display region setting device that sets the display

region so that the salient region is positioned in the
center of the display screen in a case where the salient
region determining device determines that the salient
region exists in the gaze region.

6. The driving assistance device according to claim 1,
further comprising:
a gaze determining device that determines based on the

line-of-sight direction detected by the line-of-sight
direction detecting device whether the driver gazes at a
peripheral part of the display screen; and

a third display region setting device that sets the display

region so that a point gazed by the driver in the periph-
eral part of the display screen is positioned in the center
of the display screen in a case where the gaze determin-
ing device determines that the driver gazes at the periph-
eral part of the display screen.

7. The driving assistance device according to claim 1,
wherein:
the face shape model expresses a shape of a face of a human

being using a basic shape and a plurality of shape vec-
tors,

the basic shape expresses a front face defined by a plurality

of triangular meshes, and

the plurality of shape vectors each express a face orienta-

tion direction varying from the basic shape.
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